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Reconfigurable mixed-kernel heterojunction 
transistors for personalized support vector 
machine classification

Xiaodong Yan1,7, Justin H. Qian    1,7, Jiahui Ma2,7, Aoyang Zhang2, 
Stephanie E. Liu1, Matthew P. Bland1, Kevin J. Liu1, Xuechun Wang    3, 
Vinod K. Sangwan    1  , Han Wang    2,4   & Mark C. Hersam    1,5,6 

Advances in algorithms and low-power computing hardware imply 
that machine learning is of potential use in off-grid medical data 
classification and diagnosis applications such as electrocardiogram 
interpretation. However, although support vector machine algorithms 
for electrocardiogram classification show high classification accuracy, 
hardware implementations for edge applications are impractical due to 
the complexity and substantial power consumption needed for kernel 
optimization when using conventional complementary metal–oxide–
semiconductor circuits. Here we report reconfigurable mixed-kernel 
transistors based on dual-gated van der Waals heterojunctions that 
can generate fully tunable individual and mixed Gaussian and sigmoid 
functions for analogue support vector machine kernel applications. We 
show that the heterojunction-generated kernels can be used for arrhythmia 
detection from electrocardiogram signals with high classification accuracy 
compared with standard radial basis function kernels. The reconfigurable 
nature of mixed-kernel heterojunction transistors also allows for 
personalized detection using Bayesian optimization. A single mixed-kernel 
heterojunction device can generate the equivalent transfer function of a 
complementary metal–oxide–semiconductor circuit comprising dozens 
of transistors and thus provides a low-power approach for support vector 
machine classification applications.

The support vector machine (SVM) is a supervised machine learning 
algorithm based on quadratic programming and statistical learning 
theory1. It is an efficient classification tool for many applications, 
including channel estimation and voice detection2. Compared with 

neural network classifiers, SVM algorithms are less computationally 
demanding, making them more suitable for hardware implementation 
in low-power applications including real-time off-grid health monitor-
ing3–6. For linearly separable problems, an SVM classifier identifies the 
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is symmetric and shows an unprecedented independent tunability of 
each hyperparameter including standard deviation (Supplementary 
Fig. 2), which is enabled by the weak screening in the overlap region. 
Solution-processed CNTs are advantageous for this purpose since 
their network density can be tuned over a wide range, thus allowing 
precise control over the degree of screening and mobility. In the MKH 
transistors, a linear density of ~7 CNTs per micrometre is used, which 
avoids the n-type arm in the CNT ambipolar response compared with 
higher CNT densities (Supplementary Figs. 3 and 4) while concurrently 
providing optimal top-gate screening and mobility19.

By varying the area of the overlapping region of the MoS2/CNT 
heterojunction, the MKH transistors can also produce sigmoid kernel 
functions with tunable slopes by sweeping the top gate (VTG) and keep-
ing the back gate (VBG) fixed at 5 V (Fig. 1h). This additional sigmoid func-
tionality has not been realized in previous anti-ambipolar devices18,20–24. 
In the MKH transistors, a lateral overlap length of 10 µm (Supplemen-
tary Fig. 10) in the MoS2/CNT heterojunction yields optimal sigmoid 
functions compared with smaller overlap lengths (Supplementary 
Fig. 4) because it increases the effective channel width of MoS2 that is 
screened from the top gate. When a constant VBG bias of 5 V is applied, 
the current in the screened MoS2 channel will saturate at a level that 
produces sigmoid functions with minimal distortion. At smaller overlap 
lengths, the ideal saturation level of the MoS2 is too low, leading to a 
partial Gaussian behaviour before saturation (Supplementary Fig. 4). 
Supplementary Note 1 provides further details.

Additionally, by tuning VBG, a series of transfer characteristics 
can be generated that contain both sigmoid and Gaussian charac-
teristics (Fig. 1i), where curve fitting confirms Gaussian and sigmoid 
mixed-kernel functionality (Supplementary Fig. 6). This single-device 
mixed-kernel generation is also unique to our MKH transistors, where 
the dual-gated architecture coupled with optimized electric-field 
screening allows for tailored control over the carrier concentrations 
in the MoS2, CNT and overlapping MoS2/CNT heterojunction regions 
(Supplementary Figs. 3 and 4).

In single-gated anti-ambipolar devices21,23,24, the lack of hyper-
parameter tunability of the Gaussian curves limits their utility for 
kernel generation since hardware implementations would require 
additional overhead circuitry. Lateral anti-ambipolar devices also 
suffer from higher power consumption, which limits their scalability. 
Therefore, the reconfigurable MKH transistors reported here have 
multiple advantages over incumbent anti-ambipolar devices. First, mul-
tiple types of kernel function including Gaussian, sigmoid and mixed 
Gaussian and sigmoid curves can be generated in a single MKH device. 
Second, dynamic reconfigurability of the kernel functions is realized 
by simply modulating the gate fields in the device channel by utilizing 
the weak screening of atomically thin semiconductors. Third, even 
without scaling the devices down to the deep submicrometre limit, the 
power consumption for MKH transistors to generate Gaussian curves 
is already comparable with one of the lowest power consumption that 
has been experimentally reported in scaled CMOS Gaussian genera-
tion circuits14. Moreover, the latter CMOS circuit requires more device 
overhead and complicated designs, which ultimately preclude its use 
for edge applications. These multifold advantages of MHK transistors 
for generating mixed kernels enable efficient and effective SVM clas-
sification, as demonstrated below for the specific case of personalized 
arrhythmia detection from ECG data.

Mixed-kernel SVM for arrhythmia detection
To illustrate the utility and effectiveness of our MKH transistors in 
practical applications, we explored mixed-kernel SVM classifica-
tion for personalized arrhythmia detection from the ECG data. Our 
proposed system for real-time arrhythmia detection includes data 
acquisition, mixed-kernel SVM circuitry for classification and a user 
interface (Fig. 2a). Typical ECG input signals are shown in Fig. 2b for 
a variety of arrhythmia types25,26. As shown in Fig. 2c, six different 

hyperplane that maximizes the margin distance between two classes in 
the feature space. However, for practical nonlinear problems, a kernel 
function is typically employed to map low-dimensional inputs into a 
higher-dimensional space, thus making linear non-separable inputs 
easier to classify. Although a variety of functions can, in principle, be 
employed for this purpose, kernels are most typically derived from 
linear, polynomial, Gaussian and sigmoid functions.

Although the Gaussian function (also known as the radial basis 
function) is the most commonly used kernel, additional kernels are 
often better suited for typical classification tasks2. In particular, the 
Gaussian kernel has interpolation ability and is effective at identifying 
local properties. As a result, SVMs with Gaussian kernels have a strong 
local learning ability (Supplementary Fig. 1a–d). In contrast, sigmoid 
kernels are better suited for identifying global characteristics but 
have a relatively weak interpolation ability (Supplementary Fig. 1e–h). 
Therefore, mixed kernels that combine the advantages of Gaussian and 
sigmoid kernels often have the best classification performance for 
practical applications. Complementary metal–oxide–semiconduc-
tor (CMOS) implementations of SVM algorithms are highly effective 
for classification; the energy consumption can be improved by using 
alternative (non-CMOS) platforms for real-time applications such as 
continuous monitoring. Consequently, SVM hardware accelerators 
have been widely explored including the hardware implementations of 
dynamically reconfigurable kernel functions using both digital7–9 and 
analogue10–12 circuits. Analogue circuits are theoretically more effective 
than digital architectures due to their lower power consumption and 
areal footprint, but even the simplest implementations of analogue 
Gaussian functions require a large number of circuit elements13, which 
is worsened when implementing tunable and mixed-kernel functions14.

In this Article, we report dual-gated mixed-kernel heterojunction 
(MKH) transistors using monolayer molybdenum disulfide (MoS2) 
(grown using chemical vapour deposition (CVD)) as an n-type material 
and solution-processed semiconducting carbon nanotubes (CNTs) 
as the p-type material. Precise control over the electric-field screen-
ing in MKH transistors enables the generation of a complete set of 
fine-grained Gaussian, sigmoid and mixed-kernel functions using only 
a single device. In conjunction with Bayesian optimization (BO), the 
MKH transistors provide effective and efficient hyperparameter search-
ing, which further enhances the classification performance. By taking 
into account user diversity through personalized hyperparameter 
optimization, precise arrhythmia detection can be derived from elec-
trocardiogram (ECG) data. We also illustrate the scalability advantage 
of our MKH transistors in SVM hardware implementations that employ 
an n × n-kernel matrix. Compared with equivalent kernel generation 
using conventional CMOS circuits, our MKH transistors reduce the 
number of circuit elements for mixed-kernel SVM by approximately two 
orders of magnitude, thereby providing a high classification accuracy 
in a scalable and energy-efficient manner.

MKH transistor structure and tunable  
mixed kernels
Our MKH transistors are designed to realize rich and distinct function-
alities that have not been realized in previous anti-ambipolar devices. 
First, the semi-vertical geometry of our device design allows for the 
dual gating of both overlapping and non-overlapping regions of MoS2 
and CNTs in the heterojunction (Fig. 1a–c). The overlap region of the 
MoS2/CNT heterostructure forms a p–n junction diode (Fig. 1d) with 
nanomaterial-enabled partial electric-field screening15 in the overlap 
region. The overlap region in combination with the MoS2 and CNT tran-
sistors in series in the non-overlapping regions enables highly tunable 
anti-ambipolar transfer characteristics16. Figure 1e–g shows the charge 
transport measurements under different dual-gating conditions that 
yield Gaussian kernel functions with tunable mean (µ) (Fig. 1e), ampli-
tude (A) (Fig. 1f) and standard deviation (σ) (Fig. 1g). Compared with 
previous literature17,18, the Gaussian behaviour in our MKH transistors 
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types of arrhythmia are considered here: (1) normal beat (N), (2) atrial 
premature beat (A), (3) premature ventricular contraction (V), (4) 
paced beat (/), (5) left bundle branch block beat (L) and (6) right bun-
dle branch block beat (R). Ambulatory ECG recordings are collected 
from biosensors, amplified and preprocessed by analogue-to-digital 
converters (Fig. 2d, channel 1 input). Two approaches are considered 
for kernel function generation (Fig. 2d (channel 2 input) and Sup-
plementary Fig. 6). The first approach uses only one MKH transistor 
to internally generate tunable Gaussian, sigmoid and mixed kernels. 
The second approach uses two MKH transistors that are separately 
optimized for tunable Gaussian kernels and tunable sigmoid ker-
nels, which are then externally mixed to produce a more complete 
set of mixed kernels compared with the first approach. The mixing 
ratio is dynamically tuned by using an additive modulator based on 
the optimization results. A mixed-kernel SVM module then receives 
channel 1 and channel 2 inputs to perform arrhythmia detection.  
A final user interface monitors the two channel inputs and displays 
arrhythmia-type classification results.

Different combinations of Gaussian/sigmoid mixed kernels were 
tested for ECG classification. In particular, five different mixed ker-
nels were generated using one MKH transistor, which correspond to 
mixed-kernel functions having β values of –5, –3, –1, 1 and 3 V (Fig. 1i). 
Figure 2e shows the classification accuracies for correctly identifying 
each arrhythmia type (that is, N, A, V, /, L and R) out of 10,000 input 
ECG pulse waveform samples acquired from the MIT-BIH arrhythmia 
database27,28. The mixed kernel with a β value of 1 V yields the highest 
average arrhythmia detection accuracy with all the arrhythmia types 
being detected with an accuracy at or above the ~90% level, and is an 

improvement compared with conventional purely Gaussian (β = –5 V) 
or purely sigmoid (β = 3 V) kernels. These experimental results con-
firm that different mixed-kernel ratios affect the SVM classification 
accuracy, thus highlighting the importance of dynamic tunability in 
mixed-kernel hardware implementations.

Bayesian-optimized mixed kernels for 
personalized detection
For SVM classification, choosing the optimal kernel is critical for a 
high classification accuracy. Since the optimal selection of hyperpa-
rameters can greatly vary for different applications and scenarios, 
brute-force combinatorial optimization is typically impractical, espe-
cially for personalized, real-time applications. Therefore, a dynamically 
reconfigurable mixed-kernel hardware solution needs to be used in 
conjunction with an efficient hyperparameter optimization strategy. 
In this regard, BO is a promising option since it belongs to a class of 
sequential model-based optimization algorithms that have been shown 
to outperform random research or grid search in terms of convergence 
performance29. In our case, the hyperparameters for the mixed kernel 
are iteratively optimized using BO by maximizing the marginal likeli-
hood of arrhythmia detection using a Gaussian process. A Gaussian 
process is a generalized Gaussian distribution that is specified by mean 
and covariance functions, which acts as a prior probability model. 
The BO process initiates from a random sample in the hyperparam-
eter space. After each BO iteration, the expected improvement serves 
as an acquisition function to determine the next search point in the 
hyperparameter space. Figure 3a–c shows the BO results after 5, 15 
and 25 iterations, respectively. After 25 iterations, the search points 
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Fig. 1 | MKH transistor schematic, structure and performance. a, Partial 
schematic of the device showing the MoS2/CNT channels and overlap. b, Full 
schematic of a completed device. c, Electron microscopy image of the fabricated 
device with the device regions labelled. d, ID–VD curve of the device with both 
top and bottom gates grounded. e, ID–VBG curves of the device in the Gaussian 
operation mode showing tunable µ. f, ID–VBG curves of the device in the Gaussian 

operation mode showing tunable amplitude. g, ID–VBG curves of the device in  
the Gaussian operation mode showing tunable σ. h, ID–VTG curves of the device 
in the tunable sigmoid operation mode. i, ID–VTG curves of the device showing 
tunable mixed-kernel generation. Supplementary Note 2 provides details of the 
biasing conditions.
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have converged to the optimal hyperparameter combination, where 
the highest classification accuracy is achieved (Fig. 3c, red region).

Since the BO process enables highly efficient optimization, it is 
suitable for determining optimal mixed-kernel hyperparameters for 
personalized or group-based classification. In addition, because BO can 
accommodate relatively small and noisy datasets, it is appropriate for 
mobile-friendly arrhythmia detection and related edge-computing use 
cases. To quantify the effectiveness of this approach, a BO-optimized 
mixed-kernel SVM was used for personalized arrhythmia detection  
(Fig. 3d). This assessment was carried out by randomizing 100 
arrhythmia records from the publicly available MIT-BIH arrhyth-
mia database27,28. These records were used as the input dataset to 
the mixed-kernel SVM system, after which BO was employed for the 
mixed-kernel hyperparameter selection for each case. The average 
classification accuracy over the six arrhythmia types was then calcu-
lated, where the results of ten specific records are provided (Fig. 3e). 
Compared with the classification results achieved using only Gaussian 
or only sigmoid kernels, the personalized mixed kernels were better 

suited for diverse patient datasets, resulting in consistently higher 
arrhythmia detection accuracy (Fig. 3f).

Comparing MKH classification with CMOS 
implementations
In this section, we compare our MKH devices with previous experi-
mentally demonstrated Gaussian/sigmoid mixed-kernel hardware 
implementations based on conventional CMOS circuits. Early CMOS 
demonstrations of Gaussian function generation utilized bump cir-
cuits30, after which CMOS Gaussian function circuits were studied for 
hardware implementations of machine learning algorithms31, smart 
sensors32 and neuromorphic computing systems33. Although the bump 
circuit is still the most robust and low-power CMOS method for gen-
erating fixed Gaussian curves, scalability issues limit the use of bump 
circuits for tunable Gaussian function generation. Since a bump circuit 
generates only one type of Gaussian curve, the generation of tunable 
Gaussian functions requires cascading multiple bump circuits with each 
circuit containing CMOS transistors of different channel widths and 
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lengths14. Therefore, the number of CMOS transistors quickly increases 
for fine-grained tunable Gaussian kernels. Alternatively, the addition of 
extra components to the bump circuit, such as operational transcon-
ductance amplifiers34 and digital-to-analogue converters10, can provide 
tunable Gaussian curves but also introduce additional scalability issues. 
For example, the operational transconductance amplifier approach 
requires matching of the channel length modulation parameters of 
short-channel transistors, whereas the digital-to-analogue converter 
approach has high power consumption (>100 μW) and large footprint 
(>0.02 mm2) due to the peripheral supporting circuitry. Beyond bump 
circuits, alternative CMOS circuits that employ absoluters, squarers 
and exponentiators also require high power consumption and large 
footprints35. The generation of tunable sigmoid functions with con-
ventional CMOS circuits face similar scalability issues as CMOS-tunable 
Gaussian circuits36. Although full-tunable CMOS mixed kernels can, in 
principle, be realized by combining the tunable Gaussian and tunable 
sigmoid CMOS circuits, the aforementioned impractical scaling issues 
have precluded any experimental demonstrations to date.

In comparison, MKH transistors feature a major advantage over 
CMOS technology for realizing a complete set of tunable SVM mixed 
kernels. For example, only two MKH transistors are required for a 
complete set of tunable mixed-kernel generation in contrast to the 
many building blocks used in CMOS implementations (Fig. 4a). Con-
servatively, CMOS requires more than 100 devices to generate a simi-
larly complete set of tunable mixed kernels as can be achieved with 
only two MKH transistors (Fig. 4b). Consequently, the MKH approach 
provides a clear footprint advantage compared with CMOS for tunable 
mixed-kernel generation37.

The scaling advantage of MKH transistors becomes even more evi-
dent when implementing an n × n-kernel matrix. Mathematically, find-
ing the primal SVM optimization is equivalent to solving a Lagrangian 
dual problem as defined in equation (1) by training n-input vectors xi:

max
α

n
∑
i=1

αi −
1
2

n
∑
i, j=1

αiαjyiyiκ (xi,xj)

s.t.αi ≥ 0&
n
∑
i=1

αi yj = 0, i = 1, 2,… ,n
(1)

where αi is the Lagrange multiplier corresponding to the inequality 
constraints in equation (2):

yi (wTxi + b) ≥ 1, i = 1, 2,… ,n (2)

Here yi is the true classification label corresponding to xi, and 
κ(xi, xj) is the kernel function operation on xi and xj after substituting 
the Karush–Kuhn–Tucker conditions into the primal Lagrangian. Cor-
respondingly, the SVM hardware needs to implement an n × n-kernel 
matrix to calculate the kernel function operation κ(xi, xj) for each 
pair of input vectors (Fig. 4c). Each kernel cell in this matrix needs to 
generate a complete set of mixed kernels by having at least 100 CMOS 
devices or equivalently only two MKH transistors, leading to the plot 
shown in Fig. 4d that compares the total number of devices required for 
SVM hardware with personalized kernel functionality. In applications 
where the hardware footprint needs to be minimized (for example, 
wearable electronics), the MKH approach has clear advantages over 
conventional CMOS.
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Finally, the MKH approach has reduced power consumption 
compared with CMOS for mixed-kernel SVM hardware. The tunable 
Gaussian, sigmoid and mixed kernels generated by MKH transistors 
(Fig. 1e–i) only require tens of nanowatts of power (for example, the 
estimated power consumption shown in Fig. 1e is 30 nA × 2 V = 60 nW). 
In contrast, tunable mixed kernels generated using conventional CMOS 
circuits require tens of microwatts to milliwatts depending on the spe-
cific architecture35. This power consumption difference is particularly 
important when implementing an n × n-kernel matrix.

Conclusions
By tailoring the degree of electric-field screening through control over 
CNT density and overlap area, dual-gated MoS2/CNT heterojunctions 
can enable the design of MKH transistors with tunable Gaussian, sig-
moid and mixed-kernel functionality. The self-aligned, semi-vertical 
device geometry implies that a complete set of mixed Gaussian/sigmoid 
kernels can be simply achieved by varying the biases to the top and bot-
tom gates. Using MKH transistors, we developed a mixed-kernel SVM 
platform for arrhythmia detection, where optimal Gaussian/sigmoid 
hyperparameters and mixed-kernel ratios were determined by BO to 
achieve exceptionally high arrhythmia detection accuracies that are 
superior to what can be obtained using purely Gaussian kernels. MKH 
transistors are also amenable to personalized kernels that provide 
arrhythmia detection accuracies approaching 95% for diverse patient 
profiles. Our MKH approach offers advantages over conventional CMOS 
implementations including simpler circuit designs, smaller footprints 
and lower power consumption. MKH transistors could, thus, be of use in 
a range of SVM classification applications in wearable and edge settings.

Methods
MKH transistor fabrication
Photolithography was performed on a Heidelberg MLA150 Maskless 
Aligner with an exposure wavelength of 375 nm and an exposure dos-
age of 750 mJ cm–2, and on a Suss MABA6 Mask Aligner with an expo-
sure wavelength of 365 nm and an exposure intensity of 10 mW cm–2.  
A negative resist (NR9-1000PY, Futurrex) was used on undoped Si 
substrates, and baked for 1 min at 150 °C pre-exposure and 1 min at 
100 °C post-exposure. Resist development was performed in 1:1 diluted 
RD6 (Futurrex), and liftoff was performed in N-methyl-2-pyrrolidone 
at 70 °C. Metal deposition was performed using an AJA electron-beam 
evaporator, and atomic layer deposition was performed using a Cam-
bridge Nanotech ALD S100 device. Continuous monolayer MoS2 was 
synthesized using CVD. Sulfur (S) powder (MilliporeSigma, 99.98%) 
and molybdenum trioxide (MoO3) powder (MilliporeSigma, 99.97%) 
were used as chemical precursors, and single-crystal sapphire (MTI 
Corporation, <0001>) was used as the substrate. After growth, mon-
olayer MoS2 was transferred to the undoped Si substrate through a 
polycarbonate-assisted transfer process. The MoS2 monolayer was 
patterned using a positive-resist bilayer of MicroChem PMGI baked 
at 170 °C and MicroChem S1813 baked at 115 °C. MoS2 was etched by 
reactive ion etching with a Samco RIE-10NR using 50 s.c.c.m. Ar at 
13.3 Pa and 50 W for 20 s, where select regions were encapsulated with 
4 nm Al2O3 to protect from future etching steps. Semiconducting CNTs 
(IsoNanotubes-S 99% purity, NanoIntegris) were vacuum filtered onto 
a cellulose membrane (VMWP, 0.05 µm pore size, MilliporeSigma) and 
acetone bath transferred overnight onto the sample. The CNTs were 
patterned using S1813 resist, and etched with reactive ion etching using 
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20 s.c.c.m. O2 at 26.5 Pa and 100 W for 10 s. The thickness of the metal 
electrodes is ~50 nm, and the thickness of the atomic-layer-deposited 
Al2O3 dielectric layer is 35 nm.

Materials characterization and electrical measurements
The thicknesses of the different device layers were characterized by 
atomic force microscopy in ambient conditions using an Asylum Cypher 
atomic force microscope. All the electrical measurements were per-
formed in ambient conditions on a Cascade MicroTech semi-automated 
probe system using a Keithley 4200 semiconductor analyser.

SVM processing
An SVM algorithm finds an optimal separating hyperplane by maximiz-
ing the possible margins between the points that belong to different 
classes. It can be mathematically formulated as a linearly constrained 
quadratic programming problem, as shown in equation (3):

minimize
w,b

f (w,b) = 1
2 ||w||2 (3)

subject to the condition in equation (2), where w ∈ ℝn gives the normal 
direction of the hyperplanes and b is a scalar. A dual problem can be 
equivalently derived with regard to the primal quadratic programming 
problem, which simplifies the computation. This dual Lagrangian 
formulation is described in equation (1).

SVM can also be generalized to linearly non-separable applica-
tions with the introduction of kernel functions. The kernel functions 
transform the input data into a higher-dimensional Hilbert feature 
space before performing linear separation. A kernel is essentially a 
symmetric function K(xi, xj) under a necessary and sufficient condition 
given by Mercer’s theorem:

n
∑
i=1

n
∑
j=0

λiλjK𝒩xi, xj) ≥ 0 (4)

for any datasets x1:n = {x1,…, xn} and any real numbers λ1:n = {λ1,…, λn}. In 
this study, we specifically utilize a Gaussian kernel, also known as the 
radial basis function kernel: K𝒩xi, xj) = e−||xi−xj ||/2σ2 ; a sigmoid kernel: 
K(xi, xj) = tanh(γ(xi, xj)); and mixed kernels with tunable mixing ratios.

BO
In this study, we use a BO algorithm for efficient hyperparameter 
searching. BO is a method that uses prior observations of prede-
fined loss f to determine the next search point. For an input dataset 
x1:n = {x1,…, xn}, the loss function f1:n = {f(x1),…, f(xn)} can be described by 
a Gaussian process in equation (5) for computing the prior distribution:

f1∶n≈𝒩𝒩𝒩m (x1∶n) ,K) (5)

where the mean function is m(x1:n) = [m(x1),…, m(xn)]T, and the n × n 
covariance kernel matrix K is defined by the component in equation (6):

[K]ij = k𝒩xi,xj) (6)

An acquisition function is a function of the posterior distribution 
over the loss function f1:n. The next search points are determined by 
maximizing the expected improvement of the acquisition function, 
as defined in equation (7):

EI 𝒩x) =𝔼𝔼[max{0, f 𝒩x) − f 𝒩x̂)}], (7)

where x̂ is the current optimal hyperparameter set, and the data points 
to sample in the next iteration are calculated using equation (8):

xnew = arg maxEI 𝒩x) . (8)

Data availability
The data for all the figures in this Article are available via the Harvard 
Dataverse repository at https://doi.org/10.7910/DVN/0AAPVD.

Code availability
The code used in this study is available via GitHub at https://github.
com/JennyMa0517/mixed-kernel-heterojunction.
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